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Efficiency

▪ Measured in resources needed to perform a task

▪ How many resources do I need for a task

▪ Not to be confused with performance

▪ How much task can I do

▪ How fast can I do a task

▪ …with a given resource or just in general

▪ In (systems) research, we typically scale the task to the resource

▪ In real life, task sizes are given and do not perfectly align with our 
resources
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Car Analogy for Performance vs Efficiency 

▪ Transport 200 kg cargo over distance S

▪ Truck needs 1 trip, drives 80km/h

▪ Super car needs 3 trips

▪ Carry 100kg, go back, carry 100kg

▪ Speed ratio VSC=3VT

▪ if VSC=240km/h we can choose either

▪ Super car does 417 km/h

-> Of course we are better off using the super car (2x)

3Slide “borrowed“ from Gustavo Alonso



The Hardware Challenge

▪ Hardware performance is not 
simply increasing anymore
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The Hardware Challenge

▪ Hardware performance is not 
simply increasing anymore

▪ Single thread 
–> multi thread

▪ Multi core 
–> specialization

▪ It is getting harder to be efficient
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Wirth’s Law

▪ Software is getting slower more rapidly than 
hardware becomes faster

The challenge:

▪ What to do when hardware does not become 
faster anymore?

9

(c) Tyomitch
commons.wikimedia.org/w/index.php?curid=449735

(c) 2025 - Tilmann Rabl



How do we get hardware performance today?

▪ Size

▪ M1 ~ 120mm2

▪ M1 Pro ~ 250 mm2 (2x)

▪ M1 Max ~ 430 mm2 (3,6x)

▪ M1 Ultra ~ 860 mm2 (7,2x)



Power: Thermal Density Power

M1 Max*

▪ 92 W

▪ 430 mm2

▪ TDP/mm2 = 0,21

Hot plate+

▪ 1520 W

▪ 180 mm diameter
~25400 mm2

▪ TDP/mm2 = 0,06
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+https://www.mediamarkt.de/de/product/_ok-osp-1520-w-2606514.html
*https://www.anandtech.com/show/17024/apple-m1-max-performance-review/3
$https://hawkvelt.id.au/post/2024-08-04-nvidia-h100/

NVIDA H100 SMX$

▪ 700 W

▪ 814 mm2

▪ TDP/mm2 = 0,86



Data Center Trends

▪ Data centers are becoming more efficient in terms of cooling and 
operation

▪ Google’s PUE = 1.1

▪ PUE = 1 means all 
energy goes to servers

▪ A typical car’s AC increases 
fuel consumption by 10%

▪ Does this say 
anything about 
fuel economy?
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https://datacenters.google/operating-sustainably/



Google Data Center Eemshaven

13



Not Only Commercial Data Centers
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Data Center Trends II

▪ Currently, all major cloud providers 
are missing their carbon reduction 
targets and increase their footprints

▪ The major factor is new hardware 
deployment

▪ Can we improve hardware efficiency?
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https://eta-publications.lbl.gov/sites/default/files/2024-

12/lbnl-2024-united-states-data-center-energy-usage-
report.pdf

https://thereader.mitpress.mit.edu/the-staggering-ecological-

impacts-of-computation-and-the-cloud/



A Case for Ecological Efficiency in Database Server 
Lifecycles

Thomas Bodner, Martin Boissier, Tilmann Rabl, Ricardo Salazar-Diaz, 
Florian Schmeller, Nils Strassenburg, Ilin Tolovski, Marcel Weisgut, Wang Yue



10 Years of Intel CPUs

Intel Xeon E7-4880 v2 (2014)

▪ 130 W

▪ 541 mm2

▪ TDP/mm2 = 0,24

Intel Xeon Platinum 8480+ (2023)

▪ 350 W

▪ 4 x 472 mm2 = 1908mm2

▪ TDP/mm2 = 0,18
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https://wccftech.com/ivy-bridge-ex-arrives-intel-xeon-e7-v2-released/

https://www.techpowerup.com/cpu-specs/xeon-platinum-8480.c2958



Trends for Intel CPUs

▪ Core counts are increasing

▪ Frequency is stable

▪ TDP is increasing

▪ TDP per core is decreasing



Intel CPU Performance

▪ Single thread performance increasing (SPECint)

▪ Energy efficiency increasing ☺
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Performance of Intel CPUs in TPC-H
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▪ DB performance improvement less

▪ TDP increase: 2,7

▪ Energy efficiency improvement for sort over 10 years: 1,45 



Grid Carbon Intensity

▪ Carbon per kWh

▪ Determines operational 
carbon intensity

▪ Germany ~ 344g/kWh

▪ Intel Xeon Platinum 8480+

▪ 370W/h = 125g CO2/h
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https://app.electricitymaps.com/zone/DE/
https://database.earth/energy/power-plants

HTW



Embodied Carbon

▪ Carbon from 

▪ Production

▪ Transportation

▪ End of life

▪ Increasing impact

▪ Simplified model

▪ Sever footprint = embodied + operational 

▪ Embodied = (Material + Energy * GCIproduction + GHGs) / Yield

▪ Operational = (CPU x utilization + DRAM + SSD) x GCIoperation
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Efficient Replacement Cycles

▪ Danish Data Center

▪ 344g CO2/kWh

▪ SPECInt

▪ 30% utilization

▪ 2021: Xeon Platinum 8352Y 

▪ 8x64 GB DDR5 DRAM, 2x 1.6 TB NVMe

▪ 2023: Xeon Platinum 8480CL

▪ 8x64 GB DDR5 DRAM, 2x 1.6 TB NVMe
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Efficient Replacement Cycles cont’d

▪ Swedish Data Center

▪ 25g CO2/kWh

▪ Sorting

▪ 60% utilization 

▪ 2014: Intel Xeon E7-4880 v2

▪ 8x64 GB DDR3 DRAM, 2x 1.6 TB NVMe

▪ 2023: Xeon Platinum 8480CL

▪ 8x64 GB DDR5 DRAM, 2x 1.6 TB NVMe
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TCO2: Total CO2 Cost of Ownership
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https://hpides.github.io/TCO2

https://hpides.github.io/TCO2


Discussion

▪ Ecological (and economical) life span of servers increases 

▪ Clouds target 6 year cycles now

▪ Repair hardware rather than replacing it

▪ See Right to Repair legislation in the EU

▪ Does not cover servers

▪ Replacement of hardware does not improve performance (much)

▪ Software needs to become more efficient

▪ Build more efficient systems…
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But!

▪ Efficiency in systems is not enough!

▪ Quickly eaten up by Wirth’s law and Jevons paradox

▪ What if we use the free capacity to use larger or more AI models?

▪ Need to measure and reduce/cap consumption per end user / IT in 
general
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AI to the Rescue?

▪ The AI and cloud business model 
is not about efficiency but 
expansion

▪ AI investors’ arms race 

▪ Regulations required
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https://www.forbes.com/sites/cyrusfarivar/2025/03/17/power-hungry-ai-
data-centers-seek-more-quick-and-dirty-mobile-gas-turbines/

Former Google CEO says climate goals are 

not meetable, so we might as well drop 
climate conservation — unshackle AI 

companies so AI can solve global warming
https://www.tomshardware.com/tech-industry/artificial-intelligence/former-google-
ceo-says-climate-goals-are-not-meetable-so-we-might-as-well-drop-climate-

conservation-unshackle-ai-companies-so-ai-can-solve-global-warming

The carbon emissions of writing and 

illustrating are lower for AI than for humans

https://www.nature.com/articles/s41598-024-54271-x



Thank you!

▪ Hardware efficiency not improving as it used to

▪ Ecological efficiency requires longer use of 
servers

▪ Further improvements required on all levels

▪ Industry is running in the other direction

▪ Questions?

▪ Email: tilmann.rabl@hpi.de
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https://www.nasa.gov/news-
release/temperatures-rising-nasa-
confirms-2024-warmest-year-on-record/



Side note: Gaming
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PS1 1995
10W

PS2 2000
46W

PS3 2009
190W

PS4 2013
150W

PS5 2020
200 W


	Slide 1: Ecological Efficiency in Database Servers
	Slide 2: Efficiency
	Slide 3: Car Analogy for Performance vs Efficiency 
	Slide 4: The Hardware Challenge
	Slide 5: The Hardware Challenge
	Slide 6: The Hardware Challenge
	Slide 7: The Hardware Challenge
	Slide 8: The Hardware Challenge
	Slide 9: Wirth’s Law
	Slide 10: How do we get hardware performance today?
	Slide 11: Power: Thermal Density Power
	Slide 12: Data Center Trends
	Slide 13: Google Data Center Eemshaven
	Slide 14: Not Only Commercial Data Centers
	Slide 15: Data Center Trends II
	Slide 16: A Case for Ecological Efficiency in Database Server Lifecycles  Thomas Bodner, Martin Boissier, Tilmann Rabl, Ricardo Salazar-Diaz,  Florian Schmeller, Nils Strassenburg, Ilin Tolovski, Marcel Weisgut, Wang Yue
	Slide 17: 10 Years of Intel CPUs
	Slide 18: Trends for Intel CPUs
	Slide 19: Intel CPU Performance
	Slide 20: Performance of Intel CPUs in TPC-H
	Slide 21: Grid Carbon Intensity
	Slide 22: Embodied Carbon
	Slide 23: Efficient Replacement Cycles
	Slide 24: Efficient Replacement Cycles cont’d
	Slide 25: TCO2: Total CO2 Cost of Ownership
	Slide 26: Discussion
	Slide 27: But!
	Slide 28: AI to the Rescue?
	Slide 29: Thank you!
	Slide 30: Side note: Gaming

